Dissociating neural correlates for nouns and verbs
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Dissociations in the ability to produce words of different grammatical categories are well established in neuropsychology but have not been corroborated fully with evidence from brain imaging. Here we report on a PET study designed to reveal the anatomical correlates of grammatical processes involving nouns and verbs. German-speaking subjects were asked to produce either plural and singular nouns, or first-person plural and singular verbs. Verbs, relative to nouns, activated a left frontal cortical network, while the opposite contrast (nouns–verbs) showed greater activation in temporal regions bilaterally. Similar patterns emerged when subjects performed the task with pseudowords used as nouns or as verbs. These results converge with findings from lesion studies and suggest that grammatical category is an important dimension of organization for knowledge of language in the brain.
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Introduction

Numerous neuropsychological case reports have shown that language processing following brain damage occasionally breaks down along lines of grammatical category. Some aphasic patients (most often those with damage affecting the left frontal cortex) have more difficulty producing and comprehending verbs than nouns, while others (typically with left temporal and parietal lesions) show the reverse dissociation (Caramazza and Hillis, 1991; Damasio and Tranel, 1993; Daniele et al., 1994; Goodglass et al., 1966; Luria and Tsvetkova, 1967; Miceli et al., 1984). Although there are important exceptions to this lesion-deficit pattern, the very existence of a double dissociation between nouns and verbs in aphasia provides good evidence that distinct brain mechanisms are involved in producing words of each category.

The nature of this distinction, however, is not well understood. Some researchers have suggested that noun–verb dissociations reflect salient differences in the neural representation of objects and actions (Damasio and Tranel, 1993; McCarthy and Warrington, 1985; Pulvermüller, 1999). In other words, they propose that the brain distinguishes between nouns and verbs on the basis of semantics (meaning), not of grammatical category as such. Others hold that the brain also represents information about a word’s syntactic function, and that this information is susceptible to selective impairment (Caramazza and Hillis, 1991; Miceli et al., 1984; Shapiro et al., 2000). It therefore remains unclear whether brain regions damaged in patients with noun and verb deficits subserve knowledge about word meaning, grammatical function, or both.

Attempts to shed light on these issues with studies of neurologically intact subjects have so far yielded mixed results. Electrophysiological evidence suggests that different neural populations are active in noun and verb processing (Koenig and Lehmann, 1996), even when factors correlated with meaning are controlled (Kellenbach et al., 2002). Along similar lines, a recent study with transcranial magnetic stimulation (TMS) showed that suppression of the left prefrontal cortex disrupted verb production but not noun production (Shapiro et al., 2001). The same pattern held for pseudowords used as nouns and verbs, suggesting that this dissociation was driven by grammatical aspects of word production and not by processes related to the retrieval of stored meanings for action and object words.

A few neuroimaging studies have reported cortical differences in processing words that refer to actions and objects (Grossman et al., 2002; Kable et al., 2002; Tranel et al., 1997) (although some have not; cf. Warburton et al., 1996). However, in studies where some attempt has been made to disentangle effects of semantic factors like concreteness from effects of grammatical category as
such (Perani et al., 1999; Tyler et al., 2001), spatially distinct patterns of activation for nouns and verbs have not been found.

One reason for this puzzling negative finding might be that the tasks used in neuroimaging studies to date have engaged processing mechanisms that do not distinguish between nouns and verbs. Language relies on a distributed cortical network, with different functional and anatomical components involved in processing information about word meaning, sound structure, and syntactic properties. Not all of these components need to be sensitive to the grammatical category of a word being produced, and it is possible that tasks like lexical decision (Perani et al., 1999), and semantic categorization (Tyler et al., 2001), even in carefully designed studies, are not appropriate to reveal categorical differences between nouns and verbs. None of these previous studies employed tasks that specifically tapped subjects' grammatical knowledge about words.

We therefore chose to investigate, using PET, the neural correlates of noun and verb processing in normal subjects. We employed a task that involves simple grammatical operations: namely, producing singular and plural forms of nouns and first-person singular and plural forms of verbs. Subjects were presented with the written form of a word [e.g., FAHNE (flag); KAUFE (I buy)], followed by a symbolic cue indicating the form of the word to be produced. They then produced the word aloud with the appropriate morphological inflection [“fahnen” (flags); “kaufen” (we buy)]. It has been shown that similar tasks are sensitive to grammatical category-specific disruptions caused by TMS (Shapiro et al., 2001) or focal brain lesions (Shapiro et al., 2000).

Table 1
Areas in which greater activation was observed for morphological processing (of nouns, verbs, and pseudowords) than for a reference task in which pseudowords were produced without morphological change*

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>Talairach coordinates</th>
<th>k</th>
<th>SVC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>Left inferior frontal gyrus/middle frontal gyrus</td>
<td>−59</td>
<td>9</td>
<td>29</td>
</tr>
<tr>
<td>Medial frontal gyrus/ anterior cingulate cortex</td>
<td>−36</td>
<td>−21</td>
<td>49</td>
</tr>
<tr>
<td>Left precentral gyrus</td>
<td>−36</td>
<td>−21</td>
<td>49</td>
</tr>
<tr>
<td>Right cerebellum</td>
<td>12</td>
<td>−67</td>
<td>−24</td>
</tr>
</tbody>
</table>

* For all tables: x, y, and z are the Talairach coordinates of the center of gravity of the reported cluster; k = cluster size; T = significance level of the reported cluster (df = 43); SVC = small volume correction; P = P value of the SVC.

Table 3
Areas with greater activation during production of either pseudoverbs or pseudonouns

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>Talairach coordinates</th>
<th>k</th>
<th>SVC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>Pseudoverbs &gt; pseudonouns</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left superior frontal gyrus</td>
<td>−28</td>
<td>44</td>
<td>27</td>
</tr>
<tr>
<td>Right middle temporal gyrus</td>
<td>−44</td>
<td>−64</td>
<td>−27</td>
</tr>
<tr>
<td>Left cerebellum</td>
<td>−51</td>
<td>−35</td>
<td>−2</td>
</tr>
<tr>
<td>Right insula</td>
<td>36</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Left fusiform gyrus</td>
<td>−28</td>
<td>−40</td>
<td>−22</td>
</tr>
</tbody>
</table>

Pseudonouns > pseudoverbs |
| Left superior frontal gyrus | −19 | 44 | 27 | 132 | 3.10 | 0.050 |
| Right superior temporal gyrus | −16 | −63 | −24 | 27  | 2.93 | 0.023 |
| Left cerebellum | −59 | −28 | −15 | 26  | 2.29 | 0.100 |
| Left precentral gyrus | −28 | −25 | 49  | 48  | 2.35 | 0.154 |
| Left postcentral gyrus | −8  | −36 | 57  | 34  | 2.13 | 0.184 |

Table 2
Areas with greater activation during production of either nouns or verbs*

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>Talairach coordinates</th>
<th>k</th>
<th>SVC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>z</td>
</tr>
<tr>
<td>Verbs &gt; nouns</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left superior temporal gyrus</td>
<td>−32</td>
<td>14</td>
<td>−28</td>
</tr>
<tr>
<td>Left inferior frontal gyrus</td>
<td>−24</td>
<td>23</td>
<td>−5</td>
</tr>
<tr>
<td>Left superior frontal gyrus</td>
<td>−16</td>
<td>48</td>
<td>20</td>
</tr>
<tr>
<td>Right cerebellum</td>
<td>16</td>
<td>−83</td>
<td>−29</td>
</tr>
<tr>
<td>Left insula</td>
<td>−40</td>
<td>−34</td>
<td>20</td>
</tr>
</tbody>
</table>

Nouns > verbs |
| Right superior temporal gyrus | 63  | −4 | 0   | 136 | 3.53 | 0.018 |
| Right insula | 36  | 16 | 7   | 24  | 2.93 | 0.019 |
| Right superior temporal gyrus | 67  | −27 | 12 | 24  | 2.83 | 0.025 |
| Left fusiform gyrus | −28 | −36 | −15 | 124 | 3.19 | 0.045 |
| Left thalamus | −16 | −11 | 12  | 20  | 2.83 | 0.024 |
| Right cerebellum | 24  | −59 | −17 | 61  | 3.40 | 0.012 |
| Right postcentral gyrus | 48  | −18 | 27  | 24  | 2.37 | 0.072 |
| Left lingual gyrus | −8  | −89 | −2  | 26  | 2.27 | 0.091 |

* Activations that survive an SVC are in bold.
Table 4b
Areas with greater activation during production of nouns and pseudonouns than of verbs and pseudoverbs

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>Talairach coordinates</th>
<th>k</th>
<th>SVC</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Nouns + pseudonouns) &gt; (verbs + pseudoverbs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right superior temporal gyrus</td>
<td>63</td>
<td>−8</td>
<td>0</td>
<td>408</td>
<td>5.25</td>
</tr>
<tr>
<td>Left fusiform gyrus</td>
<td>−28</td>
<td>−36</td>
<td>−12</td>
<td>49</td>
<td>3.42</td>
</tr>
<tr>
<td>Left precentral gyrus</td>
<td>−28</td>
<td>−21</td>
<td>53</td>
<td>26</td>
<td>2.76</td>
</tr>
<tr>
<td>Left cerebellum</td>
<td>−16</td>
<td>−63</td>
<td>−20</td>
<td>40</td>
<td>2.94</td>
</tr>
<tr>
<td>Left precentral gyrus</td>
<td>−12</td>
<td>−31</td>
<td>72</td>
<td>25</td>
<td>2.55</td>
</tr>
<tr>
<td>Left medial frontal gyrus</td>
<td>−4</td>
<td>30</td>
<td>−15</td>
<td>29</td>
<td>2.43</td>
</tr>
<tr>
<td>Left insula</td>
<td>−44</td>
<td>−16</td>
<td>1</td>
<td>159</td>
<td>3.01</td>
</tr>
</tbody>
</table>

Subjects also performed the task with pseudowords (e.g., BRAHLE) used as nouns and verbs. Since pseudowords have no semantic content, activation differences that emerge in processing these items as nouns or verbs must reflect the recruitment of neural mechanisms selective for each grammatical category.

Materials and methods

Subjects

Twelve subjects (6 male and 6 female) participated in the experiment. All were healthy, right-handed native speakers of German with no history of neurological or psychiatric disorders. Written informed consent was obtained according to protocols approved by the Ethics Commission of Heinrich Heine University (Düsseldorf, Germany) and the Committee on the Use of Human Subjects in Research at Harvard University (Cambridge, USA). The study was also approved by German legal authorities.

Experimental design

The set of real words used in the experiment consisted of 20 unambiguous nouns and 20 unambiguous verbs, all two syllables in length and matched across category for surface frequency, number of letters, and number of phonological segments. All of the nouns had feminine gender, with singular forms ending in /e/ and plural forms ending in /en/. Though nouns of this type are sometimes considered formally irregular, experimental evidence suggests that both neurologically intact and aphasic speakers treat them as regular (Penke and Krause, 2002). The verbs were all morphologically regular. A set of 40 phonologically licit pseudowords was matched to these words in letter and phoneme length.

After subjects were placed on the bed of the scanner, several training trials were conducted to get them acquainted with the task. The room was dimly lit. The task was presented at the center of a monitor placed at eye level 1 m in front of the subjects, using the Nijmegen Experimental Set-Up (NESU) developed at the Max Planck Institute for Psycholinguistics. Items were presented in black 36 point Arial font against a white background. Accuracy of task performance was recorded.

The task began with a fixation cross at the center of the screen. In each trial, the subject viewed a written stimulus word (either a noun or a verb), which appeared in the position of the fixation point for 250 ms, followed for another 250 ms by a symbolic cue indicating the morphological form in which the word was to be produced aloud—singular (∗) or plural (***∗) for nouns, first-person singular (∗) or plural (***∗) for verbs. Note that this operation is phonologically equivalent for nouns and verbs: singular forms always end in /e/, and plural forms always end in /en/. When pseudowords were used, subjects were instructed as to whether the stimuli should be regarded as (feminine) nouns or verbs; otherwise, the task was identical with real words and pseudowords. For each subject, half (20) of the 40 pseudoword stimuli were used in the noun condition (i.e., subjects were instructed to produce them as nouns); the other half were used in the verb condition. The assignment of a given pseudoword stimulus to either the noun or the verb condition was varied for each participant. Across subjects, therefore, the pseudonoun and pseudoverb conditions were equivalent in orthographic complexity and all other relevant dimensions.

The intertrial interval was 3 s. The task began 15 s before intravenous administration of the tracer to ensure the achievement of a behavioral “steady state” at the time of the tracer’s arrival into the brain (approximately 11–18 s after the iv administration).

The experiment was divided into six blocks, with 40 trials in each block. Subjects performed the task described above with nouns (N), verbs (V), pseudonouns (PN), and pseudoverbs (PV) in separate blocks. In the fifth block, subjects were presented with pseudowords followed by congruent cues and were instructed to read the
pseudowords aloud without any morphological manipulation (B). In
the sixth block, subjects passively viewed pseudowords followed by
cues. This condition was not introduced into the analysis. The order
of the blocks varied across subjects in a multiple Latin square
fashion.

Image acquisition

Prior to inclusion into the PET study, 3-D MPRAGE high-
resolution MRI scans were obtained. All subjects had scans
without any abnormalities. The MRI data sets were further
employed in the normalization procedure during the processing of
the data. During the PET study, six emission scans were acquired
in each subject. The time between scans was 10 min to allow
sufficient decay of radioactivity. A CTI/Siemens ECAT EXACT
HR + PET scanner with 32 detector rings in 3-D mode was used.
The axial field of view measures 15.5 cm. The physical
characteristics of this scanner have been described (Brix et al.,
1997). One transmission scan was performed with 3 rotating
$^{68}$Ga/$^{68}$Ge line sources for measured attenuation correction. To
improve image reconstruction quality, the transmission scans
were aligned with the emission scans before attenuation
correction was performed. On each of the six scans, an
intravenous bolus of 555 MBq $^{15}$O-butanol (half-life 123 s)
was administered (Herzog et al., 1994). Dynamic emission data
were acquired for 80 s with time frames of 20 s starting with the
intracerebral arrival of the tracer using an absolute threshold
above background count rate. For further data processing, the first
two frames were summed into a single frame representing 40 s.
Data were reconstructed using filtered back projection. All
reconstructions used the PROMIS algorithm (Kinahan and
Rogers, 1989) with a radial Hann filter and an axial all pass
filter with a cutoff frequency of 0.33 cycles/pixel each. All
corrections were applied, including attenuation correction with
measured transmission. A 128 $\times$ 128 matrix was chosen with 63
transverse slices covering a total of 15.5 cm. The image
resolution was 7 mm full-width half maximum (FWHM). The
activity images were not further quantified and were regarded as
estimates of rCBF.

Statistical analysis

The preprocessed PET data were introduced into a spatial
normalization ($4 \times 4 \times 4$ mm$^3$ isotropic voxels; the parameters were

![Fig. 1. Activation common to all grammatical processing conditions (noun [N], verb [V], pseudonoun [PN], and pseudoverb [PV]) compared to a reference
condition in which subjects produced pseudowords without morphological change, superimposed on the mean anatomical image of all 12 subjects ($P < 0.01; k = 20$).]
determined from the individual MRI) and smoothing (FWHM = 15 mm) procedure using SPM99 (The Wellcome Department of Cognitive Neurology, London, UK). The 3-D template (MNI) used in SPM99 has slightly different dimensions in comparison to the Talairach coordinates (Talairach and Tournoux, 1988). For the purpose of attributing anatomical areas to the activations depicted in the statistical analysis (as described below), the coordinates of the MNI template were transferred into a standardized stereotactic space (Talairach and Tournoux, 1988) using a program written by Brett et al. (2001). For the statistical analysis, task-related differences in global cerebral blood flow (CBF) within and between subjects were removed by treating global activity as a covariate. In this approach, state-dependent differences in global CBF related to the different conditions are systematically removed. For each pixel in the stereotactic space, this analysis of covariance (ANCOVA) generated a condition-specific adjusted mean regional CBF (rCBF) value, which was arbitrarily normalized to 50 ml/min, with a corresponding adjusted error variance. This normalization allowed the planned comparisons of the mean CBF distributions across all sets of conditions and subjects.

In analyzing the data, the means were compared with t statistics using the general linear approach and statistical parametric maps were generated. For the contrasts of interest, the significance of these maps was investigated by comparing the expected and observed distributions of the t statistic under the null hypothesis of no differential effect on rCBF. The experimental conditions were compared between subjects by applying linear contrasts on the parameter estimates, which resulted in a t statistic for each voxel. A design matrix was defined including all subjects and conditions of interest. Commonalities between the four tasks of interest were investigated by introducing the four contrasts—(V – B), (N – B), (PV – B), and (PN – B)—as a mask (thresholded at P < 0.05) for the contrast (V + N + PV + PN) versus B. Next we computed the following cognitive subtractions between noun and verb conditions: (V – N), (N – V), (PV – PN), and (PN – PV). Finally, we tested the differences between the grammatical classes irrespective of semantic content by computing the conjunctions (V – N) ∩ (PV – PN) and (N – V) ∩ (PN – PV).

Tables 1–5 report clusters of activation surviving a threshold of P < 0.01 with a cluster size of k = 20 (uncorrected for multiple comparisons). To correct for the substantial possibility of type I errors (false positives) at this threshold, activations were considered for further analysis if they corresponded to regions identified in an earlier meta-analysis of 58 neuroimaging experiments of language production (Indefrey and Levelt, 2000). We focused on areas that had been implicated in word generation tasks specifically, or in lexical production tasks generally, with relative frequencies exceed-
ing the error probability threshold of $P < 0.1$. A small volume correction was applied to activations meeting this criterion. Activations are reported in bold if they surpassed a small volume correction of $P < 0.05$ at the cluster level, corrected for multiple comparisons. The small volume correction was performed sequentially in the brain areas of interest based on the method for small volume random field corrections described by Worsley et al. (1996).

**Results**

**Behavioral results**

Subjects performed the tasks correctly on about 95% of trials. There were no significant differences in accuracy between the various conditions (nouns, verbs, pseudonouns, and pseudoverbs).

---

**Fig. 3.** Areas of greater activation for nouns compared to verbs ($N – V$).

**Fig. 4.** Areas of overlap between contrasts showing greater activation for verbs (green), pseudoverbs (blue), and the conjunction of verbs and pseudoverbs (red) compared to relevant noun conditions. Arrows indicate an area of activation primarily within the left superior frontal gyrus that was activated for all three contrasts.
**PET Results**

The functional imaging data were analyzed in two steps. First, we evaluated the commonalities across activation patterns while subjects performed the grammatical task (plural or singular production of nouns, verbs, pseudonouns, and pseudoverbs) against a reference task in which subjects produced pseudowords without morphological change. This analysis revealed areas of activation within the left inferior and middle frontal gyri, the medial frontal gyrus merging into the anterior cingulate gyrus, the left primary motor cortex in the hand/mouth region, and within the right cerebellar hemisphere (Table 1, Fig. 1).

In the second step, the various task conditions were compared using cognitive subtractions in order to evaluate the specific differences between verbs and nouns or pseudoverbs and pseudonouns. In these analyses, verbs (Table 2, Fig. 2) and pseudoverbs (Table 3) produced more robust activation within the left rostral prefrontal cortex, especially in the anterior portion of the left superior frontal gyrus, in comparison to nouns and pseudonouns, respectively. Real verbs produced additional activation in the left inferior frontal gyrus (including Broca’s area) and in the right cerebellar hemisphere, while activation for pseudoverbs was observed in the anterior portion of the right middle temporal gyrus and in the left cerebellum.

The reverse contrasts revealed more extensive recruitment of temporoparietal areas bilaterally. Real nouns (Table 2, Fig. 3) and pseudonouns (Table 3) both elicited activation in the middle part of the right superior temporal gyrus. Other areas of activation for real nouns were observed in middle portions of the fusiform gyrus on the left, in addition to the right insula and right cerebellum. By contrast, pseudowords used as nouns activated the left inferior frontal cortex and left insular regions.

This double dissociation was confirmed in an analysis that collapsed across the pseudoword and real word conditions for nouns and verbs (Tables 4a and 4b). The conjunction of the contrasts (V–N) and (PV–PN) yielded significant activation in the left superior frontal gyrus extending anteriorly (Fig. 4), consistent with both simple contrasts. Nouns and pseudonouns commonly activated the middle portion of the right superior temporal gyrus (Fig. 5) and the left fusiform gyrus (Fig. 6). A summary of significant cortical activations for both the simple contrasts and the conjunctions is given in Table 5. In the discussion that follows, we focus on brain areas activated in the conjunction of real word and pseudoword contrasts with a significance exceeding the threshold $P < 0.02$.

**Discussion**

There is a fair amount of evidence that, in addition to relying on a common language network, verbs or nouns are processed by spatially and/or functionally distinct neural populations. This conclusion is supported by neuropsychological reports of double dissociations in noun and verb production (Damasio and Tranel, 1993; Daniele et al., 1994; Shapiro and Caramazza, 2003), as well as by electrophysiological measures (Kellenbach et al., 2002; Koenig and Lehmann, 1996; Tyler et al., 2001).

However, previous functional imaging studies have not revealed clear-cut dissociations between the two categories. In experimental tasks ranging from word generation (Warburton et al., 1996) to
word stem completion (Buckner et al., 2000) and semantic categorization (Tyler et al., 2001), nouns and verbs both activate a patchwork of areas in the left hemisphere, including temporal, parietal, and prefrontal regions, with no consistent differences across grammatical category. One study using a lexical decision paradigm showed that some areas in the left hemisphere, including dorsolateral prefrontal cortex and parts of the parietal and temporal lobes, were activated more robustly for verbs than for nouns, but the experimenters did not find any areas in which nouns elicited greater activity (Perani et al., 1999).

We have suggested that the absence of differences between nouns and verbs in these studies may owe more to the demands of the tasks employed than to the existence of a nondifferentiated neural system for processing words of different types. Many of the functional imaging studies described above appear to share the assumption that the same neural mechanisms are engaged in word comprehension and production; in particular, they have sought to replicate neuropsychological dissociations in naming tasks with paradigms geared more toward comprehension. However, some neurological patients who present with difficulties in producing nouns or verbs in spontaneous speech and picture naming tasks do not show the same effects in lexical decision and semantic judgment tasks (Hillis and Caramazza, 1995; Shapiro et al., 2000), suggesting that their deficits specifically affect the production of words of one grammatical category. In a few reported cases, this production deficit is further limited to either spoken or written output (Caramazza and Hillis, 1991; Hillis et al., 2002b; Rapp and Caramazza, 1997). It is unclear to what degree extant functional imaging studies address these issues raised in the neuropsychological literature.

The morphological task used in the present study is comparable to tasks we have used with two patients, who make errors when asked to produce grammatical forms of real words and pseudowords used either as nouns (Shapiro et al., 2000) or as verbs (Shapiro and Caramazza, 2003). Moreover, in a study with TMS, we demonstrated that transient suppression of the left frontal cortex delays performance of the task with verbs and pseudoverbs, but not with nouns or pseudonouns (Shapiro et al., 2001).

In the context of these previous studies, we approached the results of the current experiments in a hypothesis-driven way to reveal small differences in healthy native speakers of German. In this sense, the results reported here expand upon earlier findings by illuminating the cortical networks engaged in performing the morphological task with nouns and verbs. Our data corroborate the notion that nouns and verbs are processed by a common cortical network mainly within the left hemisphere, with additional category-sensitive processes in the left rostral prefrontal cortex (for verbs) and bilateral temporal cortices (for nouns).

Differences in noun and verb processing

Verb production deficits are most often associated with lesions either in the left frontal cortex, including prefrontal/premotor areas and underlying white matter, and anterior insular cortex (Damasio and Tranel, 1993; Daniele et al., 1994; Hillis et al., 2002a; Miceli et al., 1984), or else in parts of the left parietal lobe (Silveri and di Betta, 1997). We found that performing a grammatical manipulation with both verbs and pseudoverbs (compared to nouns and pseudonouns) reliably activated parts of the left rostral prefrontal cortex—in particular, in the left superior frontal gyrus, anterior and superior to regions damaged in a patient with selective difficulties in grammatical processing of verbs and pseudoverbs (Shapiro and Caramazza, 2003). Several previous PET studies have observed activation in this area for verb generation compared to silent rest (Crivello et al., 1995; Herholz et al., 1996; Warburton et al., 1996).

By contrast, impairments in noun production generally have been linked to damage in the left temporal lobe (Damasio and Tranel, 1993; Daniele et al., 1994; Silveri and di Betta, 1997). Although we did find areas within the left temporal lobe that were more strongly activated by production of nouns than of verbs (i.e., in the middle portion of the left fusiform gyrus), significant activation was also observed for both nouns and pseudonouns in the middle portion of the right superior temporal gyrus. The finding that noun processing engages structures in both the left and right temporal lobes is in agreement with earlier PET studies of object naming (Martin et al., 1996; Warburton et al., 1996) and suggests that the cortical network specialized for noun processing may be distributed bilaterally.

Bilateral processing of nouns

There is substantial converging evidence to suggest that right hemisphere structures may play a role in noun naming specifically. Such evidence comes primarily from reports of dextral patients with optic aphasia (Coslett and Saffran, 1989, 1992) and other language deficits resulting from right hemisphere damage (Cappa et al., 1990), as well as from split-brain patients (Gazzaniga, 1983; Gazzaniga and Sperry, 1967; Zaidel, 1976, 1983). Moreover, visual half-field research has shown that verbs are processed faster in the left hemisphere compared to the right, while there is no hemispheric advantage for the processing of concrete nouns (Day, 1979; Eviatar et al., 1990; Nieto et al., 1999; Sereno, 1999).

Recruitment of the right hemisphere in recognition and production tasks involving concrete nouns has most often been explained as reflecting the retrieval of specific sensory-semantic properties of objects (Coslett and Saffran, 1992; Day, 1977; Eviatar et al., 1990). However, we observed robust right-sided activity in response to pseudonouns, which are not obviously linked to stored visual or sensory properties. It seems unlikely a fortiori that this activation was related to grammatical processing.

One possibility is that subjects in our study regarded pseudonouns as referring generically to objects. If this were true, right-sided superior temporal activity—and, indeed, activity within the left inferior temporal cortex, particularly the fusiform gyrus, which has been implicated in object recognition and attribute knowledge (Chao et al., 1999; for review see Tarr and Cheng, 2003)—might reflect incidental activation of semantic or visual–sensory features associated with object names.

Such a strategy may have been encouraged by the structure of the task since the production of plural morphology for nouns arguably has some semantic implications—to wit, plural nouns refer to countable entities. This is not necessarily true in the case of verbs: because plural morphology for verbs is merely a formal reflex of a structural relationship between words in an utterance, verb and pseudoverb processing might not have engaged areas involved in representing meaning to the same extent as noun processing. Moreover, it seems unlikely that the left superior frontal gyrus, which was engaged selectively for verb and
pseudoverb production in this experiment, is critical for the retrieval of semantic information (although we cannot rule out this possibility, especially in light of evidence that the same cortical area may be involved in silent verb generation to noun cues; Crivello et al., 1995; Herholz et al., 1996).

A viable alternative interpretation is that the left superior frontal gyrus is important not for morphological processing of verbs in general, but rather for the specific morphological and syntactic operation employed in this task (i.e., subject–verb agreement). Neuropsychological studies (Shapiro and Caramazza, 2003) and experiments with TMS (Shapiro et al., 2001) have suggested that more inferior neural structures, particularly the portion of the left middle frontal gyrus anterior and superior to Broca’s area, may be implicated in agreement and other morphological transformations, including past tense formation. If the more superior area identified here is involved in morphological processing, further experiments are needed to determine whether the area shares this function or rather plays a more specific role in the computation of verbal agreement.

Conclusion

In this study, we used a production task emphasizing the grammatical role of nouns and verbs in an effort to reveal the neural substrates of knowledge about words of these two categories. An important advantage of the morphological task over tasks that have previously been used in functional imaging studies is that it can be used with pseudowords as well as real words, allowing us to examine grammatical processing independently of word meaning. Production of real verbs and of pseudowords used as verbs (relative to nouns) resulted in activation of areas in the left rostral prefrontal cortex, while the reverse contrast revealed greater activation in bilateral temporal areas.

We note that not all of the areas in which we found activation need logically be involved in grammatical processing. Some of the activation differences may reflect other aspects of language production, in particular, the retrieval of sensorimotor and semantic information associated with word meanings. However, we think it is unlikely that the differential patterns of activation we observed in noun and verb production are entirely attributable to differences in conceptual or semantic processing since previous PET studies that focused explicitly on semantic judgments have failed to distinguish areas specific to words of either category (Tyler et al., 2001; Warburton et al., 1996). This suggests that the cortical dissociations found in the present study were driven in part by the distinct grammatical roles of nouns and verbs in spoken word production, at least in particular syntactic contexts (i.e., plural production and subject–verb agreement). These functional roles may in turn entail access to different kinds of semantic representations, some of which may be distributed bilaterally in the brain.
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